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Some slides are adapted from previous presentations by Sean 
Welleck, Yue Xiang, Niklas Muennighoff, Quentin Anthony, Liwei Jiang

💡Feel free to interrupt with 
questions / thoughts anytime!



Recap of Language Modeling



Autoregressive Language Modeling



Autoregressive Language Modeling



Why Is It Called Pretraining?

are composed of tiny water droplet EOS

Decoder 
(Transformers, LSTM, …)

Clouds are composed of tiny water droplet

Step 1: 
Pre-training

Abundant data; learn general language

Step 2: 
Fine-tuning

Decoder 
(Transformers, LSTM, …)

… the movie was …

or

Limited data; adapt to the task

“Pre”training happens before training (fine-tuning)!
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Imagine you’re developing Llama



Overview of Llama Training

Pretraining -> Instruction Fine-tuning -> RLHF



Why Pretraining? Lots of Information in Raw Texts

University of Washington is located at __________, Washington.

I use __________ and fork to eat steak.

Ruth Bader Ginsburg was born in __________.

I went to Hawaii for snorkeling, hiking, and whale __________.

I walked across the street, checking for traffic ________ my shoulders.

I was thinking about the sequence that goes 1, 1, 2, 3, 5, 8, 13, 21, ______. 

Sugar is composed of carbon, hydrogen, and __________.

watchingVerb

overPreposition

knifeCommonsense

1933Time

SeattleLocation

34Math

oxygenChemistry



Why Pretraining?

Pretraining Extracts Patterns, Structures, and Semantic Knowledge from Raw Texts



Outline
• Overview of LM Pretraining 

• Pretraining Data 

• Training Setups 

• Scaling Law



What Matters for Pretraining Data?
• Quantity: How much data do I have? 

• Quality: Is it beneficial for training? 

• Coverage: Does the data cover enough domains for the end task?



Scale Up Data Quantity



How Large are 1T Tokens?
Physical Size (if printed)
   - Average words per page: A typical page contains about 300-500 words. 
   - Words from 1 trillion tokens: Assuming 750 billion words, and an average of 400 
words per page: 
    - Total Pages: Approximately 1.875 billion pages. 

Digital Storage
   - Character Encoding: Assuming each character takes up 1 byte (in a simple 
encoding like ASCII), 1 trillion tokens (4 trillion characters) would require about 4 
terabytes (TB) of storage. 

Reading Time
   - Reading Speed: The average reading speed is about 200-250 words per minute. 
   - Time to Read 750 Billion Words: At 200 words per minute, it would take about 3.75 
billion minutes, or approximately 7,125 years of continuous reading.



Pretraining Data Comes From Web



Extraction



Filtering



Deduplication



Data Quality: Model-based Selection 



Data Quality: Model-based Filtering



Data Coverage: Mixtures
• Training Data is a mixture of different sources

Most model builders keep pretraining data private; Llama shared some details but not the data itself



Pretraining Data Summary



Outline
• Overview of LM Pretraining 

• Pretraining Data 

• Training Setups 

• Scaling Law



Architecture (Recap)



Llama Architecture: Grouped Query Attention 



Llama Architecture: Other Setups 



Llama Architecture: Other Setups 

Cannot fit with 1 GPU’s memory. How to train?



Bottlenecks of Training Big Models
• Bottleneck 1: Iteration time ⌚ 

• Each training sample takes longer to propagate through more 
parameters 

• Bottleneck 2: Processor Memory 🧠 
• Billions of parameters and 2 bytes each, GPUs have comparatively 
little memory! 



Parallelization Strategies
Data Parallelism



Parallelization Strategies
Data Parallelism Model Parallelism

Hybrid (Model and Data) Parallelism



Parallelization Strategies
Data Parallelism Model Parallelism

Hybrid (Model and Data) Parallelism



Sequential Training
• At each training iteration: 

• Take batch size b training samples from dataset 
• Run a forward pass on each sample and compute each sample’s loss 
• Run a backward pass and calculate the gradient 
• Update parameters via gradient



Loss Curve



LM Performance: More Compute, Better Results



Llama Family



Try Training Llama By Yourself
github.com/facebookresearch/lingua
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Pretraining and Compute



What Is Compute?

Model size
(# parameters)

Training data
(# tokens)

Training compute
(FLOPs)

Resources

Model
size

Training 
datax = Training 

compute
𝞪 x 🤖 📚 💻



What Is Compute?

Model size
(# parameters)

Training data
(# tokens)

Training compute
(FLOPs)

Resources

Model
size

Training 
datax = Training 

compute

PaLM (2022) 540B 780B 2.5e24 6k TPU v4 for 2 months

GPT-3 (2020) 175B 300B 3.1e23 ~1,000x BERT-base

BERT-base (2018) 109M 250B 1.6e20 64 TPU v2 for 4 days
(16 V100 GPU for 33 hrs) 

𝞪 x 🤖 📚 💻



Test loss predictably improves with more compute

How important is scaling? (Return)

Scaling laws for neural language models (2020)

Model size

🤖

Training data

📚

Compute

💻

https://arxiv.org/abs/2001.08361


Scaling Laws

Scaling laws for neural language models (2020)

Compute

💻

Given a fixed compute budget, can we predict the optimal test loss?

Train models of different sizes and numbers of tokens

https://arxiv.org/abs/2001.08361


Predictive formula

Training compute-optimal large language models (2022)

📚🤖
We can estimate loss (L) given model size (N), training data (D), and 

learned constants:

i.e. equal scaling of N and D.

Fitting the constants, yields:

https://arxiv.org/abs/2203.15556


Using Scaling Laws



Example: choose model size and # of tokens



Example: choose batch size, learning rate



Limits of Scaling



Limits of Scaling
• Limits on data: Modern LLMs are trained on basically the 

entire internet - we can’t find 10 new internets out of nowhere 
• Limits on compute: Big tech companies can’t continue to 

10x their model sizes for much longer



Limits on Data: Data Is Running Out



Limits on Data: Restrictions in Use

Public data is always usable, but proprietary/licensed data is not

Public Data Proprietary Data



Limits on Data: Restrictions in Use

Terms of Service pages have imposed more anti-crawling and now anti-AI 
restrictions



Limits on Data: Synthetic Data



Limits on Compute: Pretraining is Centralized
• Current pretraining requires GPUs’ communications 
• But one data center can hold fixed amount of GPUs



Limits on Compute : Decentralized Training
• Current pretraining requires GPUs’ communications 
• But one data center can hold fixed amount of GPUs



Questions?


